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Today’s Topic

• Unsupervised Learning and Self-supervised Learning

• Learning to Efficiently Learn Neural Networks
• Aka. Meta-Learning, Learning to Learn

• Reinforcement Learning and Human-AI Collaboration
• Some interesting projects from Prof. Wu’s group
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Supervised Learning

• The Core Idea of Deep Learning
• Use non-linear function approximators to represent high-dimensional data
• 𝑌𝑌 = 𝑓𝑓(𝑋𝑋; 𝜃𝜃)

• We need a LOT of labeled data!
• But where are the labels from?
• Human efforts!

• What if we do NOT have labels?
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Representation Learning

• Representations Matter!
• Deep learning is a tool to learn representations

• Can we learn useful representations from unlabeled data?
• We have tremendous (unlabeled) data!

• Internet, videos, texts, audio
• The representations can be used for supervised tasks
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Representation Learning

• Generative Model
• Learn a probabilistic model 𝑃𝑃(𝑋𝑋;𝜃𝜃) to fit 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑋𝑋) via samples

• EBM, Flow Model, VAE, GAN, Autoregressive model
• Sampling: 𝑧𝑧 → 𝑋𝑋

• Representations: 𝑋𝑋 → 𝑧𝑧
• Latent embeddings of 𝑋𝑋
• VAE; Autoregressive model; BiGAN; EBM; Flow

• Generative models implicitly learn representations
• GM are also harder to train (v.s. supervised learning)

• Can we run unsupervised learning in a discriminative way?
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The Cherry Cake

• Definitely some people disagree with Yann 
• Some covered in 

lecture 10 (RL+LLM)
• More in DRL course
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Self-Supervised Learning for Representations

• Self-Supervised Learning
• Goal: learning representations 𝑧𝑧 = 𝑓𝑓 𝑥𝑥;𝜃𝜃

• No labels; unsupervised learning from data
• Still want to Learn in a discriminative fashion (no density)

• Create a virtual supervised learning tasks!
• Use part of 𝑋𝑋 as virtual “labels”

• Create a random mask 𝑀𝑀 on 𝑋𝑋
• 𝑋𝑋 ⋅ (1 −𝑀𝑀) = 𝑓𝑓(𝑋𝑋 ⋅ 𝑀𝑀; 𝜃𝜃)

• Learning features via supervised training
• Idea: SL captures generic features for down-stream tasks
• Fine-tuning for new supervised tasks

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y

Lecture 12, Deep Learning, 2025 Spring OpenPsi @ IIIS

5/10 Copyright @ IIIS, Tsinghua University 9



Self-Supervised Learning

• Prediction-Based Self-Supervised Learning
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Self-Supervised Learning

• Prediction-Based Self-Supervised Learning

BERT

LM
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Self-Supervised Learning

• Context Prediction (Pathak et al., ICCV 2015)
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Self-Supervised Learning

• Feature Learning by Inpainting (Pathak et al, CVPR 2016)
• AE + random mask + GAN loss
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Self-Supervised Learning

• Image Colorization (Richard Zhang, et al, ECCV 2016 and more)
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Self-Supervised Learning

• Rotation Prediction (Gidaris et al, ICLR 2018)
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Self-Supervised Learning

• Contrastive Predictive Coding (Van den Oord et al, DeepMind, 2018)
• CPC: Originally proposed on audio data
• Use context to predict future embeddings

• Use contrastive loss (avoid trivial solutions) 
• Random negative samples required (other locations / other samples in each mini-batch)
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Self-Supervised Learning

• Contrastive Predictive Coding (Van den Oord et al, DeepMind, 2018)
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Self-Supervised Learning

• Contrastive Predictive Coding (Van den Oord et al, ICML 2020)
• CPCv2: improved version of CPC on images with large scale training

• Basic-version CPC on images:  PixelCNN (masked convolution)
• Divide an image into patches; For each context 𝑐𝑐𝑑𝑑, predict “future” patches below it 
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Self-Supervised Learning

• Contrastive Predictive Coding (Van den Oord et al, ICML 2020)
• CPCv2: improved version of CPC on images with large scale training

• Enhancements: Large-scale training; layer normalization; prediction in 4 directions; more 
prediction directions; patch-based data augmentations

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y

Lecture 12, Deep Learning, 2025 Spring OpenPsi @ IIIS

5/10 Copyright @ IIIS, Tsinghua University 19



Self-Supervised Learning

• MoCo: Momentum Contrastive Learning (Kaiming et al, CVPR 2020)
• Get negative samples directly from a buffer (fast negative sampling)
• Two encoders: 𝑓𝑓𝜃𝜃𝑞𝑞  for query; 𝑓𝑓𝜃𝜃𝑘𝑘  for keys; store key samples in a queue
• SGD for 𝜃𝜃𝑞𝑞; 𝜃𝜃𝑘𝑘 is updated using exponential moving average (momentum)
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Self-Supervised Learning

• MoCo: Momentum Contrastive Learning (Kaiming et al, CVPR 2020)
• Why momentum encoder?

• Ensure the encodings in buffer moves slowly via momentum 
• Enable a consistent buffer of negative samples (no need to recompute features)

• This further ensures the feature extractor updates smoothly
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Self-Supervised Learning

• MoCo: Momentum Contrastive Learning (Kaiming et al, CVPR 2020)
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Self-Supervised Learning

• SimCLR (Chen et al, Hinton’s group, ICML 2020)
• A Simple Framework for Contrastive Learning of Visual Representations

• Predefine a set of transformations
• For a data, sample two transformations
• Maximum agreement on representations

• No explicit negative data sampling
• Non-paired data in the batch are negative ones
• For each 𝑧𝑧𝑖𝑖, and every unpaired 𝑧𝑧𝑘𝑘 in the minibatch

• Minimize the agreement 
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Self-Supervised Learning

• MoCo-v2 (Xinlei Chen, Kaiming He, et al, 2020)
• Larger batch size + More data augmentations + MLP projection head
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Self-Supervised Learning

• MoCo-v3 (Xinlei Chen, Saining Xie, Kaiming He, 2021)
• Built for ViT & stability enhancement for self-supervised learning on ViT
• No sample queue; Use other mini-batch samples as negative samples
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Self-Supervised Learning

• Masked Autoencoders (MAE; Kaiming He, et al, 2021)
• Key idea: use auto-encoder to predict (75%) masked patches
• Encoder: ViT; only operates on visible patches
• Decoder: shallow ViT (~10% of encoder); only used for training
• Loss: predict pixel values for the missing patches
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Multi-Modal Contrastive Learning

• CLIP: aligned representation for text and images (OpenAI, 2021)
• 400M paired text-image data; Aligned representation space 

• Released model: https://github.com/OpenAI/CLIP 
• Contrastive learning on paired text and image representations
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Multi-Modal Contrastive Learning

• CLIP: aligned representation for text and images (OpenAI, 2021)
• CLIP captures strongly semantic information
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Multi-Modal Contrastive Learning

• SigLIP: Sigmoid Loss for Language Image Pre-Training (Google, ICCV 
2023)

• Change softmax operator in CLIP to sigmoid loss + large scaling training
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Multi-Modal Contrastive Learning

• SigLIP v2: Improved Multilingual Vision-Language Encoders (Google 
Deepmind, 2025)

• SigLIP combined with captioning-based pretraining, self-supervised losses and 
online data curation
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Multi-Modal Contrastive Learning

• SigLIP v2: Improved Multilingual Vision-Language Encoders (Google 
Deepmind, 2025)

• SigLIP combined with captioning-based pretraining, self-supervised losses and 
online data curation + more diverse high-quality data
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Predictive Modeling with Actions

• Can we build intelligence from massive data in the world?
• A model on video data
• Prediction with actions

• The world model (Ha et al. 2018)
• Learn latent representations from video

• A VAE model over images
• 𝑥𝑥𝑑𝑑 → 𝑧𝑧𝑑𝑑

• Prediction based on actions
• A transition model over latent variables
• 𝑓𝑓 𝑧𝑧𝑑𝑑,𝑎𝑎𝑑𝑑 → 𝑧𝑧𝑑𝑑+1
• 𝑎𝑎𝑑𝑑 = 𝐶𝐶(𝑧𝑧𝑑𝑑) can be learned or givenDe
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Predictive Modeling with Actions

• Can we build intelligence from massive data in the world?
• A model on video data
• Prediction with actions

• The world model (Ha et al. 2018)
• Learn latent representations from video

• A VAE model over images
• 𝑥𝑥𝑑𝑑 → 𝑧𝑧𝑑𝑑

• Prediction based on actions
• A transition model over latent variables
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Ground-Truth Car Racing Recovered from world model latent
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Predictive Modeling with Actions

• VPT: Learning to Act by Watching Videos (OpenAI, 2022)
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Predictive Modeling with Actions

• The Latent World Models (LeCun et al, 2024) (https://arxiv.org/abs/2403.00504) 

• Direct MoCo-style representation learning over latent variables
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Predictive Modeling with Actions

• The Latent World Models (LeCun et al, 2024) (https://arxiv.org/abs/2403.00504) 

• Direct MoCo-style representation learning over latent variables
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Predictive Modeling with Actions

• The Latent World Models (LeCun et al, 2024) (https://arxiv.org/abs/2403.00504) 

• Direct MoCo-style representation learning over latent variables

What if we train a latent world model 
with massive video data?
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Predictive Modeling with Actions

• Genie: Generative Interactive Environments (DeepMind, 2024)
• Convert a text/image into an actionable world
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Predictive Modeling with Actions

• Genie: Generative Interactive Environments (DeepMind, 2024)
• Convert a text/image into an actionable world
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Predictive Modeling with Actions

• Genie 2: A large-scale foundation world model (DeepMind, 2024)
• Large-scale training + consistent actions  3D scenes + 10~20s videos
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Predictive Modeling with Actions

• Genie 2: A large-scale foundation world model (DeepMind, 2024)
• Large-scale training + semantically consistent actions
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Predictive Modeling with Actions

• Genie 2: A large-scale foundation world model (DeepMind, 2024)
• Large-scale training + semantically consistent actions

We can build an agent with a world model!
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Predictive Modeling with Actions

• Dreamer v3: Mastering diverse control tasks through world models 
(Deepmind, 2025)

• Large-scale world model learning + model-based reinforcement learning
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Predictive Modeling with Actions

• Dreamer v3: Mastering diverse control tasks through world models 
(Deepmind, 2025)

• Large-scale world model learning + model-based reinforcement learning
• First project to discover diamond in Minecraft without human supervision
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Summary

• Unsupervised Learning
• Leverage the massive unlabeled data
• Only 𝑋𝑋 available  Generative models

• Self-supervised Learning
• Create virtual supervision using portion of 𝑋𝑋

• Prediction-based SL
• Rotation, color, patches; predict futures (CPC); 
• Random mask + reconstruction (BERT, MAE)

• Contrastive Learning
• CPC, MoCo, SimCLR: maximize agreement between transformations; need negative samples
• CLIP/SigLIP: cross-modal representation learning

• World Model
• Predictive video models with actions
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Today’s Topic

• Unsupervised Learning and Self-supervised Learning

• Learning to Efficiently Learn Neural Networks
• Aka. Meta-Learning, Learning to Learn

• Reinforcement Learning and Human-AI Collaboration
• Some interesting projects from Prof. Wu’s group
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Today’s Topic

• Unsupervised Learning and Self-supervised Learning

• Learning to Efficiently Learn Neural Networks
• Aka. Meta-Learning, Learning to Learn

• Reinforcement Learning and Human-AI Collaboration
• Some interesting projects from Prof. Wu’s group
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Few-Shot Learning

• Unsupervised Learning
• Deep learning requires lots of data-label pairs
• Unsupervised/Self-supervised Learning to produce supervision

• What if you really just have a few data?
• Few-shot learning
• Training

• A collection of “tasks”
• Task: a few samples and targets

• Testing
• A few new labeled samples
• Prediction De
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Few-Shot Learning

• Formulation
• Training data 𝒟𝒟: a collection of task 𝑇𝑇

• 𝑇𝑇: 𝑆𝑆𝑇𝑇 ,𝐵𝐵𝑇𝑇 = 𝑥𝑥𝑖𝑖𝑆𝑆,𝑦𝑦𝑖𝑖𝑆𝑆 𝑖𝑖 , 𝑥𝑥𝑗𝑗
𝐵𝐵 ,𝑦𝑦𝑗𝑗𝐵𝐵 𝑗𝑗

• 𝑆𝑆𝑇𝑇: support set (training examples), 𝐵𝐵𝑇𝑇: test batch (testing examples)
• |𝑆𝑆𝑇𝑇| is typically small

• Target: few-shot learner
• 𝑦𝑦 = 𝑓𝑓𝜃𝜃(𝑥𝑥|𝑆𝑆𝑇𝑇) for 𝑥𝑥 ∈ 𝐵𝐵
• Predict based on support set

• Training
• 𝐿𝐿 𝑇𝑇,𝜃𝜃 = 𝐸𝐸 𝑥𝑥,𝑦𝑦 ∈𝐵𝐵𝑇𝑇 𝐷𝐷𝐷𝐷𝐷𝐷(𝑓𝑓𝜃𝜃 𝑥𝑥 𝑆𝑆𝑇𝑇 ,𝑦𝑦)
• 𝜃𝜃⋆ = arg min

𝜃𝜃
𝐸𝐸𝑇𝑇∈𝒟𝒟[𝐿𝐿(𝑇𝑇, 𝜃𝜃)]De
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Meta Learning

• Formulation
• Training data 𝒟𝒟: a collection of task 𝑇𝑇

• 𝑇𝑇: 𝑆𝑆𝑇𝑇 ,𝐵𝐵𝑇𝑇 = 𝑥𝑥𝑖𝑖𝑆𝑆,𝑦𝑦𝑖𝑖𝑆𝑆 𝑖𝑖 , 𝑥𝑥𝑗𝑗
𝐵𝐵 ,𝑦𝑦𝑗𝑗𝐵𝐵 𝑗𝑗

• 𝑆𝑆𝑇𝑇: support set (training examples), 𝐵𝐵𝑇𝑇: test batch (testing examples)
• |𝑆𝑆𝑇𝑇| is typically small

• Target: meta learner
• 𝑦𝑦 = 𝑓𝑓𝜃𝜃(𝑥𝑥|𝑆𝑆𝑇𝑇)
• Predict based on support set

• Meta Training
• 𝐿𝐿 𝑇𝑇,𝜃𝜃 = 𝐸𝐸 𝑥𝑥,𝑦𝑦 ∈𝐵𝐵𝑇𝑇 𝐷𝐷𝐷𝐷𝐷𝐷(𝑓𝑓𝜃𝜃 𝑥𝑥 𝑆𝑆𝑇𝑇 ,𝑦𝑦)
• 𝜃𝜃⋆ = arg min

𝜃𝜃
𝐸𝐸𝑇𝑇∈𝒟𝒟[𝐿𝐿(𝑇𝑇, 𝜃𝜃)]De
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Meta Learning

• Standard Learning
• Learner: 𝑦𝑦 = 𝑓𝑓𝜃𝜃(𝑥𝑥)

• Once 𝜃𝜃 is learned, the output of 𝑓𝑓(𝑥𝑥) is never changed
• Training:

• A single task of massive data pair 𝑇𝑇 = {(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖)}, SGD is used for training

• Meta-Learning
• Meta-Leaner: 𝑦𝑦 = 𝑓𝑓𝜃𝜃(𝑥𝑥|𝑆𝑆𝑇𝑇)

• 𝑓𝑓𝜃𝜃 can further adapt with additional samples in 𝑆𝑆𝑇𝑇
• Meta-Training:

• A large collection of tasks is provided 𝒟𝒟 = {𝑇𝑇𝑖𝑖}
• Use SGD to learn meta-learner on each 𝑇𝑇𝑖𝑖 (outer loop)
• Meta-learner 𝑓𝑓𝜃𝜃(𝑥𝑥|𝑆𝑆) must adapt quickly with 𝑆𝑆𝑇𝑇𝑖𝑖  (inner loop)De
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Meta Learning

• Standard Learning
• Learner: 𝑦𝑦 = 𝑓𝑓𝜃𝜃(𝑥𝑥)

• Once 𝜃𝜃 is learned, the output of 𝑓𝑓(𝑥𝑥) is never changed
• Training:

• A single task of massive data pair 𝑇𝑇 = {(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖)}, SGD is used for training

• Meta-Learning
• Meta-Leaner: 𝑦𝑦 = 𝑓𝑓𝜃𝜃(𝑥𝑥|𝑆𝑆𝑇𝑇)

• 𝑓𝑓𝜃𝜃 can further adapt with additional samples in 𝑆𝑆𝑇𝑇 
• Meta-Training:

• A large collection of tasks is provided 𝒟𝒟 = {𝑇𝑇𝑖𝑖}
• Use SGD to learn meta-learner on each 𝑇𝑇𝑖𝑖 (outer loop)
• Meta-learner 𝑓𝑓𝜃𝜃(𝑥𝑥|𝑆𝑆) must adapt quickly with 𝑆𝑆𝑇𝑇𝑖𝑖  (inner loop)

Goal: A neural module that can quickly adapt
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Representation of Meta-Learner

• Metric Learning
• Idea: use a nearest neighbor classifier as 𝑓𝑓𝜃𝜃(𝑥𝑥|𝑆𝑆)

• 𝑘𝑘⋆ = arg max
𝑖𝑖
𝐷𝐷 𝑥𝑥, 𝑥𝑥𝑖𝑖𝑆𝑆 ,  𝑓𝑓𝜃𝜃 𝑥𝑥 𝑆𝑆 = 𝑦𝑦𝑘𝑘⋆

• Goal: learn a good similarity metric 𝐷𝐷 𝑥𝑥, 𝑥𝑥′
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Representation of Meta-Learner

• Metric Learning
• Idea: use a nearest neighbor classifier as 𝑓𝑓𝜃𝜃(𝑥𝑥|𝑆𝑆)

• 𝑘𝑘⋆ = arg max
𝑖𝑖
𝐷𝐷 𝑥𝑥, 𝑥𝑥𝑖𝑖𝑆𝑆 ,  𝑓𝑓𝜃𝜃 𝑥𝑥 𝑆𝑆 = 𝑦𝑦𝑘𝑘⋆

• Goal: learn a good similarity metric 𝐷𝐷 𝑥𝑥, 𝑥𝑥′

• Siamese Neural Network (Koch, Ruslan et al, ICML 2015)
• 𝑓𝑓 𝑥𝑥,𝑦𝑦 → 𝜎𝜎(𝑊𝑊|𝜙𝜙 𝑥𝑥 − 𝜙𝜙(𝑦𝑦)|)
• Predict the probability of same class
• Few-shot learning

• 𝑥𝑥𝑖𝑖𝑆𝑆: support example for class 𝐷𝐷
• 𝑘𝑘 = arg max

𝑖𝑖
𝑓𝑓 𝑥𝑥, 𝑥𝑥𝑖𝑖𝑆𝑆De
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Representation of Meta-Learner

• Metric Learning
• Idea: use a nearest neighbor classifier as 𝑓𝑓𝜃𝜃(𝑥𝑥|𝑆𝑆)

• 𝑘𝑘⋆ = arg max
𝑖𝑖
𝐷𝐷 𝑥𝑥, 𝑥𝑥𝑖𝑖𝑆𝑆 ,  𝑓𝑓𝜃𝜃 𝑥𝑥 𝑆𝑆 = 𝑦𝑦𝑘𝑘⋆

• Goal: learn a good similarity metric 𝐷𝐷 𝑥𝑥, 𝑥𝑥′

• Matching Network (Vinyals et al, NIPS 2016)
• Main idea: soft nearest neighbor by attention

• 𝑔𝑔𝜃𝜃 𝑥𝑥𝑖𝑖𝑆𝑆 : support embeddings
• 𝑓𝑓𝜃𝜃(𝑥𝑥): query embedding
• 𝛼𝛼𝑖𝑖 = softmax 𝑔𝑔𝑖𝑖𝑇𝑇𝑓𝑓  & 𝑦𝑦 = ∑𝑖𝑖 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖

• Enhancement
• 𝑓𝑓𝜃𝜃 = 𝑓𝑓𝜃𝜃 𝑥𝑥, 𝑆𝑆 = 𝐿𝐿𝑆𝑆𝑇𝑇𝑀𝑀𝜃𝜃 𝑆𝑆, 𝑥𝑥
• 𝑔𝑔𝜃𝜃 = 𝑔𝑔𝜃𝜃 𝑥𝑥𝑖𝑖𝑆𝑆, 𝑆𝑆 = 𝐿𝐿𝑆𝑆𝑇𝑇𝑀𝑀𝜃𝜃 𝑆𝑆, 𝑥𝑥𝑖𝑖𝑆𝑆
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Representation of Meta-Learner

• Bayesian Inference
• Posterior via Bayes Rule gives a perfect few-shot learning method

• Gibbs sampling, MCMC, Variational Inference, etc
• Meta-Training: 𝑃𝑃𝜃𝜃(𝑥𝑥,𝑦𝑦)

• Learning a Bayesian model
• It should allow simple Bayesian Inference

• NO SGD!!! We only have a few data!

• Adaptation: 𝑃𝑃𝜃𝜃 𝑦𝑦 𝑥𝑥, 𝑆𝑆𝑇𝑇
• Posterior sampling via Bayes rule

• Probabilistic Programming!
• Universal Bayesian modeling tool
• Black-Box InferenceDe
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Representation of Meta-Learner

• Bayesian Inference
• Posterior via Bayes Rule gives a perfect few-shot learning method

• Gibbs sampling, MCMC, Variational Inference, etc
• Learning: 𝑃𝑃𝜃𝜃(𝑥𝑥,𝑦𝑦)
• Meta-Training: 𝑃𝑃𝜃𝜃 𝑦𝑦 𝑥𝑥, 𝑆𝑆𝑇𝑇
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Representation of Meta-Learner

• Gradient Descent
• Given new few-shot training data 𝑆𝑆, we fine-tune 𝜃𝜃 using SGD
• 𝑓𝑓𝜃𝜃 𝑥𝑥 𝑆𝑆 = 𝑔𝑔𝜃𝜃⋆ 𝑥𝑥

• 𝜃𝜃⋆ = 𝑆𝑆𝑆𝑆𝐷𝐷 𝜃𝜃, 𝜂𝜂, 𝑥𝑥𝑖𝑖𝑆𝑆, 𝑦𝑦𝑖𝑖𝑆𝑆

• 𝜃𝜃𝑘𝑘+1 = 𝜃𝜃𝑘𝑘 − 𝜂𝜂 ⋅ ∇𝐿𝐿 𝑆𝑆,𝜃𝜃𝑘𝑘

• 𝜃𝜃0 = 𝜃𝜃 
• Issue: typically, SGD converges in a large number of iterations

• Overfitting?
• We only have a few samples but want to fine-tune a deep net

• Meta-training?
• What are we going to learn?

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y

Lecture 12, Deep Learning, 2025 Spring OpenPsi @ IIIS

5/10 Copyright @ IIIS, Tsinghua University 67



Representation of Meta-Learner

• Gradient Descent
• Given new few-shot training data 𝑆𝑆, we fine-tune 𝜃𝜃 using SGD

• Model-Agnostic Meta-Learning (MAML, Finn et al, ICML 2017)
• Goal: learn a good parameter initialization 𝜃𝜃 

• Such that 𝜃𝜃 is close to optimal 𝜃𝜃𝑖𝑖⋆ via gradient steps in each test task 𝑇𝑇𝑖𝑖
• Meta-Training

• 𝜃𝜃⋆ = arg min
𝜃𝜃
𝐿𝐿(𝐵𝐵𝑖𝑖, 𝑆𝑆𝑆𝑆𝐷𝐷(𝜃𝜃, 𝑆𝑆𝑖𝑖))

• Meta-Testing on 𝑇𝑇 = (𝑆𝑆,𝐵𝐵)
• 𝜃𝜃𝜃 = 𝑆𝑆𝑆𝑆𝐷𝐷(𝜃𝜃⋆, 𝑆𝑆)
• Evaluation: 𝐿𝐿(𝐵𝐵,𝑔𝑔𝜃𝜃′)
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Representation of Meta-Learner

• Gradient Descent
• Given new few-shot training data 𝑆𝑆, we fine-tune 𝜃𝜃 using SGD

• Model-Agnostic Meta-Learning (MAML, Finn et al, ICML 2017)
• Goal: learn a good parameter initialization 𝜃𝜃 

• Such that 𝜃𝜃 is close to optimal 𝜃𝜃𝑖𝑖⋆ via gradient steps in each test task 𝑇𝑇𝑖𝑖
• Meta-Training

• 𝜃𝜃⋆ = arg min
𝜃𝜃
𝐿𝐿(𝐵𝐵𝑖𝑖, 𝑆𝑆𝑆𝑆𝐷𝐷(𝜃𝜃, 𝑆𝑆𝑖𝑖))

• Meta-Testing on 𝑇𝑇 = (𝑆𝑆,𝐵𝐵)
• 𝜃𝜃𝜃 = 𝑆𝑆𝑆𝑆𝐷𝐷(𝜃𝜃⋆, 𝑆𝑆)
• Evaluation: 𝐿𝐿(𝐵𝐵,𝑔𝑔𝜃𝜃′)

Backpropagation over 
SGD process??

De
ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y

Lecture 12, Deep Learning, 2025 Spring OpenPsi @ IIIS

5/10 Copyright @ IIIS, Tsinghua University 69



Representation of Meta-Learner

• Gradient Descent
• Given new few-shot training data 𝑆𝑆, we fine-tune 𝜃𝜃 using SGD

• Model-Agnostic Meta-Learning (MAML, Finn et al, ICML 2017)
• Goal: learn a good parameter initialization 𝜃𝜃 

• Such that 𝜃𝜃 is close to optimal 𝜃𝜃𝑖𝑖⋆ via gradient steps in each test task 𝑇𝑇𝑖𝑖
• Meta-Training

• 𝜃𝜃⋆ = arg min
𝜃𝜃
𝐿𝐿(𝐵𝐵𝑖𝑖,𝜃𝜃 − 𝜂𝜂∇𝐿𝐿(𝑆𝑆𝑖𝑖 ,𝜃𝜃))

• Meta-Testing on 𝑇𝑇 = (𝑆𝑆,𝐵𝐵)
• 𝜃𝜃𝜃 = 𝑆𝑆𝑆𝑆𝐷𝐷(𝜃𝜃⋆, 𝑆𝑆)
• Evaluation: 𝐿𝐿(𝐵𝐵,𝑔𝑔𝜃𝜃′)

1-step GD approximation
(gradient of gradient)
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Representation of Meta-Learner

• Gradient Descent
• Given new few-shot training data 𝑆𝑆, we fine-tune 𝜃𝜃 using SGD
• 𝑓𝑓𝜃𝜃 𝑥𝑥 𝑆𝑆 = 𝑔𝑔𝜃𝜃⋆ 𝑥𝑥

• 𝜃𝜃⋆ = 𝑆𝑆𝑆𝑆𝐷𝐷 𝜃𝜃, 𝜂𝜂, 𝑥𝑥𝑖𝑖𝑆𝑆, 𝑦𝑦𝑖𝑖𝑆𝑆

• 𝜃𝜃𝑘𝑘+1 = 𝜃𝜃𝑘𝑘 − 𝜂𝜂 ⋅ ∇𝐿𝐿 𝑆𝑆,𝜃𝜃𝑘𝑘

• 𝜃𝜃0 = 𝜃𝜃 
• MAML: learn good initializations for fast SGD adaptation

• Adaptation: use SGD on 𝑆𝑆 (meta-training samples) to update model parameters
• Can we even adapt on 𝐵𝐵 (meta-test samples)?

• We do not have label on test data…
• Self-supervised learning!

• Improve feature representation

SGD (MAML)
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Representation of Meta-Learner

• Test-Time Training (Sun et al, ICML 2020)
• 𝐿𝐿 𝑋𝑋,𝜃𝜃𝑒𝑒 ,𝜃𝜃𝑚𝑚,𝜃𝜃𝑠𝑠 = 𝐿𝐿𝑚𝑚 𝑋𝑋,𝜃𝜃𝑒𝑒 ,𝜃𝜃𝑚𝑚 + 𝐿𝐿𝑠𝑠(𝑋𝑋,𝜃𝜃𝑒𝑒,𝜃𝜃𝑠𝑠)

• 𝐿𝐿𝑚𝑚: labeled loss; 𝐿𝐿𝑠𝑠: self-supervised loss
• 𝑓𝑓(𝑥𝑥;𝜃𝜃𝑒𝑒) to extract features for down-stream tasks

}
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Gradient through both loss heads (train)
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Representation of Meta-Learner

• Test-Time Training (Sun et al, ICML 2020)
• 𝐿𝐿 𝑋𝑋,𝜃𝜃𝑒𝑒 ,𝜃𝜃𝑚𝑚,𝜃𝜃𝑠𝑠 = 𝐿𝐿𝑚𝑚 𝑋𝑋,𝜃𝜃𝑒𝑒 ,𝜃𝜃𝑚𝑚 + 𝐿𝐿𝑠𝑠(𝑋𝑋,𝜃𝜃𝑒𝑒,𝜃𝜃𝑠𝑠)

• 𝐿𝐿𝑚𝑚: labeled loss (only inference); 𝐿𝐿𝑠𝑠: self-supervised loss
• 𝑓𝑓(𝑥𝑥;𝜃𝜃𝑒𝑒) to extract features for down-stream tasks

testing
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Representation of Meta-Learner

• Test-Time Training (Sun et al, ICML 2020)
• 𝐿𝐿 𝑋𝑋,𝜃𝜃𝑒𝑒 ,𝜃𝜃𝑚𝑚,𝜃𝜃𝑠𝑠 = 𝐿𝐿𝑚𝑚 𝑋𝑋,𝜃𝜃𝑒𝑒 ,𝜃𝜃𝑚𝑚 + 𝐿𝐿𝑠𝑠(𝑋𝑋,𝜃𝜃𝑒𝑒,𝜃𝜃𝑠𝑠)

• 𝐿𝐿𝑚𝑚: labeled loss (only inference); 𝐿𝐿𝑠𝑠: self-supervised loss
• 𝑓𝑓(𝑥𝑥;𝜃𝜃𝑒𝑒) to extract features for down-stream tasks

} {
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Representation of Meta-Learner

• Test-Time Training (Sun et al, ICML 2020)
• 𝐿𝐿 𝑋𝑋,𝜃𝜃𝑒𝑒 ,𝜃𝜃𝑚𝑚,𝜃𝜃𝑠𝑠 = 𝐿𝐿𝑚𝑚 𝑋𝑋,𝜃𝜃𝑒𝑒 ,𝜃𝜃𝑚𝑚 + 𝐿𝐿𝑠𝑠(𝑋𝑋,𝜃𝜃𝑒𝑒,𝜃𝜃𝑠𝑠)

• 𝐿𝐿𝑚𝑚: labeled loss (only inference); 𝐿𝐿𝑠𝑠: self-supervised loss
• 𝑓𝑓(𝑥𝑥;𝜃𝜃𝑒𝑒) to extract features for down-stream tasks

} {
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Representation of Meta-Learner

• One-Minute Video Generation with Test-Time Training (CVPR 2025)
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Representation of Meta-Learner

• One-Minute Video Generation with Test-Time Training (CVPR 2025)
• General test-time training by introducing a TTT layer
• Given a predefined prediction loss 𝑙𝑙(𝑊𝑊𝑑𝑑−1; 𝑥𝑥𝑑𝑑)
• A TTT layer updates the hidden state with using the gradient ∇𝐿𝐿
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Representation of Meta-Learner

• One-Minute Video Generation with Test-Time Training (CVPR 2025)
• General test-time training by introducing a TTT layer
• TTT is fine-tuned for a video model with local attention 
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Representation of Meta-Learner

• One-Minute Video Generation with Test-Time Training (CVPR 2025)
• General test-time training by introducing a TTT layer
• TTT is fine-tuned for a video model with local attention 
• Finetuning with 7 hours of Tom-Jerry video (56 hours of 256 H100)
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Representation of Meta-Learner

• Gradient Descent
• Given new training data 𝑆𝑆, we fine-tune 𝜃𝜃 using SGD
• 𝑓𝑓𝜃𝜃 𝑥𝑥 𝑆𝑆 = 𝑔𝑔𝜃𝜃⋆ 𝑥𝑥

• 𝜃𝜃⋆ = 𝑆𝑆𝑆𝑆𝐷𝐷 𝜃𝜃, 𝜂𝜂, 𝑥𝑥𝑖𝑖𝑆𝑆, 𝑦𝑦𝑖𝑖𝑆𝑆

• 𝜃𝜃𝑘𝑘+1 = 𝜃𝜃𝑘𝑘 − 𝜂𝜂 ⋅ ∇𝐿𝐿 𝑆𝑆,𝜃𝜃𝑘𝑘

• 𝜃𝜃0 = 𝜃𝜃 
• MAML: learn good initializations for fast SGD adaptation

• Adaptation: use SGD to update model parameters
• Test-time-training

• Use self-supervision to even adapt with unlabeled test data

• Can we learn an model to output model parameters instead of SGD?
• i.e., learning an “SGD” algorithm
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Learning to Learn

• Learning to learn by gradient descent by gradient descent (Marcin 
Andrychowicz et al, DeepMind, NIPS 2016)

• Learning an LSTM optimizer 𝑚𝑚𝜙𝜙 ∇𝜃𝜃  to produce a increment on 𝜃𝜃 

• 𝜃𝜃𝑘𝑘+1 = 𝜃𝜃 + 𝑚𝑚𝜙𝜙(∇𝜃𝜃) where ∇𝜃𝜃= 𝜕𝜕𝜕𝜕 𝑋𝑋,𝑌𝑌;𝜃𝜃
𝜕𝜕𝜃𝜃

• Meta-Loss: 𝐿𝐿(𝜙𝜙; 𝜃𝜃0,𝑋𝑋,𝑌𝑌)
• Gradient over gradient
• Recursive gradient

• Gradient preprocessing

𝑝𝑝 = 10
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Learning to Learn

• Learning to learn by gradient descent by gradient descent (Marcin 
Andrychowicz et al, DeepMind, NIPS 2016)

• Learning an LSTM optimizer 𝑚𝑚𝜙𝜙 ∇𝜃𝜃  to produce a increment on 𝜃𝜃 
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Learning to Learn

• More advances on learning to optimize
• Learned Optimizers that Scale and Generalize (Google Brain, ICML 2017)

• Work with ResNet
• Hierarchical RNN architectures
• Non-trivial scaling & momentum
• Using a lot of engineered optimization features
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Learning to Learn

• More advances on learning to optimize
• Learned Optimizers that Scale and Generalize (Google Brain, ICML 2017)
• Neural Optimizer Search with Reinforcement Learning (Quoc Le at al, ICML 

2017, Google Brain)
• Use RL to learn symbolic optimizer on CIFAR10
• Work well on NLP tasks and ImageNet
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Learning to Learn

• More advances on learning to optimize
• Learned Optimizers that Scale and Generalize (Google Brain, ICML 2017)
• Neural Optimizer Search with Reinforcement Learning (Quoc Le at al, ICML 

2017, Google Brain)
• Use RL to learn symbolic optimizer on CIFAR10
• Work well on NLP tasks and ImageNet
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Learning to Learn

• More advances on learning to optimize
• Learned Optimizers that Scale and Generalize (Google Brain, ICML 2017)
• Neural Optimizer Search with Reinforcement Learning (Quoc Le at al, ICML 

2017, Google Brain)
• Use RL to learn symbolic optimizer on CIFAR10
• Work well on NLP tasks and ImageNet

• Even learning a loss function for RL!
• RL^2 (OpenAI, 2017): learning an LSTM policy updater (instead of SGD)
• Evolved Policy Gradient (OpenAI, 2018): evolution algorithm to learn a neural 

loss function for RL to run SGD (instead of policy gradient)
• Meta-Gradient Reinforcement Learning (DeepMind 2020): discover a new 

symbolic Q-learning objectiveDe
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Use LLM as a Pretrained Meta-Learner

• Eureka: Human-Level Reward Design via LLMs (ICLR 2024, Nvidia)
• Give the code and execution result to LLM, and the LLM will make it work!
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Use LLM as a Pretrained Meta-Learner

• Eureka: Human-Level Reward Design via LLMs (ICLR 2024, Nvidia)
• Give the code and execution result to LLM, and the LLM will make it work!
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Use LLM as a Pretrained Meta-Learner

• Eureka: Human-Level Reward Design via LLMs (ICLR 2024, Nvidia)
• Give the code and execution result to LLM, and the LLM will make it work!
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Use LLM as a Pretrained Meta-Learner

• ICPL: Few-shot In-context Preference Learning via LLMs (Yi Wu, 2025)
• Human preference can be applied in this LLM evolving process
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Use LLM as a Pretrained Meta-Learner

• ICPL: Few-shot In-context Preference Learning via LLMs (Yi Wu, 2025)
• Human preference can be applied in this LLM evolving process

A humanoid robot jumps like a human

GPT-4 zero-shot result ICPL with human in the loop
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Learning to Learn

• Deep learning requires a large number of samples to train
• Can we learn “dataset”?

• Small-scale and efficient for learning

• Dataset Distillation (Wang et al, MIT & Berkeley, 2018)
• Meta-learn training samples
• Backprop via SGD process
• Weight normalization
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Learning to Learn

• Deep learning requires a large number of samples to train
• Can we learn “dataset”?

• Small-scale and efficient for learning

• Dataset Distillation (Wang et al, MIT & Berkeley, 2018)
• Data Quality for LLM training

• Textbooks for LLM training
• https://arxiv.org/abs/2306.11644 
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Learning to Learn

• Deep learning requires a large number of samples to train
• Can we learn “dataset”?

• Small-scale and efficient for learning

• Dataset Distillation (Wang et al, MIT & Berkeley, 2018)
• Data Quality for LLM training

• Textbooks for LLM training
• https://arxiv.org/abs/2306.11644 

• RuoZhiBa for Chinese LLM training
• Only 240 samples
• https://arxiv.org/abs/2403.18058 
• https://huggingface.co/datasets/m-a-p/COIG-CQIA/viewer/ruozhibaDe
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Learning to Learn

• Deep learning requires a large number of samples to train
• Can we learn “dataset”?

• Small-scale and efficient for learning

• Dataset Distillation (Wang et al, MIT & Berkeley, 2018)
• Data Quality for LLM training

• Textbooks for LLM training
• https://arxiv.org/abs/2306.11644 

• RuoZhiBa for Chinese LLM training
• Only 240 samples
• https://arxiv.org/abs/2403.18058 
• https://huggingface.co/datasets/m-a-p/COIG-CQIA/viewer/ruozhibaDe

ep
 L
ea
rn
in
g,
 S
pr
in
g 
20
25
 

II
IS
, 
Ts
in
gh
ua
 U
ni
ve
rs
it
y

Lecture 12, Deep Learning, 2025 Spring OpenPsi @ IIIS

5/10 Copyright @ IIIS, Tsinghua University 95



Summary of Meta-Learning

• Few-Shot Learning
• Goal: learn a network that can fast adapt
• Metric-Learning
• Bayesian Learning (probabilistic programming / symbolic learning)
• Learning with gradient

• MAML, TTT

• Learning to Learn
• Learn an optimizer (and even an algorithm!)

• Neural / symbolic update rule
• LLM as pretrained meta-learner
• Learn training instances
• Even learn neural network architectures --- Neural Architecture Search!
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Today’s Topic

• Unsupervised Learning and Self-supervised Learning

• Learning to Efficiently Learn Neural Networks
• Aka. Meta-Learning, Learning to Learn

• Reinforcement Learning and Human-AI Collaboration
• Some interesting projects from Prof. Wu’s group
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Today’s Topic

• Unsupervised Learning and Self-supervised Learning

• Learning to Efficiently Learn Neural Networks
• Aka. Meta-Learning, Learning to Learn

• Reinforcement Learning and Human-AI Collaboration
• Some interesting projects from Prof. Wu’s group
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